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CSIRO  Advanced Scientific Computing 

CSIRO ASC 

•  DMF, including data protection by backup 
• Monitoring tools 
• Reports 
• Graphs 

• What the users can see 
• What systems staff can see 
• What is reported to a wider audience, e.g. management 
•  Case studies – anomalies detected through the monitoring 



CSIRO  Advanced Scientific Computing 

CSIRO ASC 

•  Host cherax – UV 1000 
•  DMF-managed file systems: 
•  /datastore 
– User access: $HOME 
–  29 Tbyte (hybrid) 

•  /backup1, /backup2, /backup3 
– No user access: – targets for backups 
– ¾ Tbyte each 

• Up to 4 levels: primary, DMF cache, MAID, tapes (2 copies) 



DMF Reporting – for users 

• HPCbull items 
• Userguides 
• Traffic lights 
• quota 
• dmget –-list 
• WWW pages: holdings 
• WWW pages: backup status 
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DMF Reporting – HPCbull items 

1. CSIRO ASC - Our new MAID system 

On 11th September, we brought a MAID (Massive Array of Idle Discs)  
into operation on the ASC Data Store. 

This provides an extra layer of storage between the primary disc area 
and the tapes, providing faster recalls than from tape. Typical access 
times for the first file from a disc set are about 20 seconds, with 
subsequent recalls from the same disc set starting within  
milliseconds. This contrasts with tapes, where the first access  
typically takes a minute, and subsequent accesses half a minute. 

The MAID has 870 Tbyte of capacity. 

CSIRO staff can see the Monday Mail article at http://goo.gl/WLiHH  
which also highlights the 'green' aspects of the MAID in the Data  
Store hierarchy. 
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DMF Reporting – Userguides: 
Data Handling 
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DMF Reporting – Userguides: 
Data Store 
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•  Extract	
  from	
  contents	
  



DMF Reporting – Traffic lights 
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DMF Reporting – Traffic lights - more 

CSIRO.  Advanced Scientific Computing.   DMF Reporting 

DMF Status: Thursday 2012-11-01 16:16!

                      Reads!
          Current              Today            Hit Rate!
VolGrp Queued MiB-Queued  Total   MiB-Total  %Recalls %Data!
cache       0        0.0    683    585914.7      12     7!
maid        0        0.0   1452   1152210.8      26    13!
se2         0        0.0    706   3350957.4      13    39!
se3         0        0.0     22    624885.8       0     7!
te2        13    50335.5   2681   2926772.5      48    34!
te3         0        0.0      0         0.0       0     0!
Total      13    50335.5   5544   8640741.2!



DMF Reporting – Traffic lights – even more 
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DMF Reporting – quota 

quota!

Disk quotas for user abc123 (uid 12345):    (blocks in kiB unless "-s" used)!

Filesystem        blocks      quota      limit grace  files  quota  limit  grace!

/data/flush       3605548 4194304000 4613734400   -     5182 200000 220000    -!

/datastore        957112       ++++       ++++   -    16952 150000 165000    -!

/var                5016   20480000   22528000   -       97  10000  11000    -!

++++ Space quotas only apply to online files and!

     are normally irrelevant for /datastore!
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DMF Reporting – dmget –-list 

• CSIRO enhanced dmget 

>> dmget --list monitor111*!
monitor1115.out!
monitor1116.out!
monitor1117.out!
You would be recalling 5 of the 8 files 
specified.!
5 tape mounts likely to be required.!
monitor1113.out!
monitor1114.out!
monitor1110.out!
monitor1112.out!
monitor1111.out!
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DMF Reporting – dmget use 

• CSIRO enhanced dmget 
>> dmget monitor111* &!
[1] 337368!
cherax monitor.archived/2012> You are recalling 5 
of the 8 files specified.!
The oldest currently queued recall request has 
been waiting for 0h 7m 11s.!
5 tape mounts likely to be required.!
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DMF Reporting – WWW pages: 
holdings (monthly updating) 
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DMF Reporting – WWW pages: 
backup status 
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DMF Reporting 
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• DMF system 
– Logs 
– e-mails 
– Collected statistics 
See	
  some	
  of	
  Peter’s	
  talk 

• Trend reporting 
– File systems 
– Holdings 
– Cache usage 
– Recall statistics 
– Dumps and backups 



DMF Reporting – For Users 
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DMF Reporting – For Users 
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DMF Reporting – For Users 
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DMF Reporting 
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DMF Reporting: dumps and backups 
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DMF Reporting – DMF reports 
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Volume Occupancy:!
                    MB Active   MB Hard-deleted    % Active  Approx MB!

  bc3            10060524.701        453191.149          96          ??!
  bk2            10061833.820      19862357.132          34     1391178!
  se2          2216543458.993    1146628810.791          66     1992974!
  se3           230277965.266       9338141.859          96    13324084!
  te2           957460094.730     641116551.527          60     2925018!
  te3          1496301414.631     277212648.303          84     5395094!
  testvg1               5.833             0.000         100          ??!

Totals         4920705297.974    2094611700.761          70    25028348!



DMF Reporting – DMF reports 
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Data movement for the day:!

    VG            MB migrated       MB recalled!

  bc3               22432.702             0.000!
  bk2               22432.702             0.000!
  se2             4124555.228       3833371.817!
  se3             4319517.558       1479020.870!
  te2                   0.000       4414108.359!
  te3             9765819.636             0.000!
  testvg1               5.833             0.000!

Totals           18254763.659       9726501.046!



DMF Reporting – for Staff 

• Nagios 
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DMF Reporting - Nagios 
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DMF Reporting – for staff 

• Trend reporting (some of this for 
Management too) 
– Traffic 
– DCM usage 
– Recall statistics 
– Performance 
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DMF Reporting – for Staff 
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DMF Reporting –  
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DMF Reporting – for Staff 
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DMF Reporting – for staff 

• Can plot for dumps and backups: 
• Finishing times 
• Elapsed times 
• Counts of files 
• Data available and transferred 
• Transfer rates 
• Churn rate 
• Progress (dumps) 
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DMF Reporting – for Management 

• DMF trends 
• Highlights from other reports 
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DMF Reporting – for Management 
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DMF Reporting – for Management 
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DMF Reporting – for Management 
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DMF Reporting – for Management 
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DMF Reporting – diagnostics 
• Look for exceptions, and changes in trends 

– Diagnosis of system problems 
– Diagnosis of aberrant user behaviour 

• Example 1: spike in numbers of inodes 
– Backups slower than normal 
– (from WWW page or graph) 
– Looked at graph of inodes for all FSes 
– Found jump in inodes into /backup2 
– Analysis from WWW table of backups – looked 

for large numbers of files transferred 
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DMF Reporting – diagnostic example 
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DMF Reporting – diagnostic example 
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DMF Reporting – diagnostics 

• Example 1: user was creating a million 
temporary files in a backed-up area 
• Fixed by counselling 

 ________________________________ 
• Example 2: churn in /var 
• Large proportion of data being transferred 
each day  
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DMF Reporting – diagnostic example 
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DMF Reporting – diagnostic example 
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DMF Reporting – diagnostics 

• Example 2: churn in /var 
• Fixed with rolling over of large logs 

________________________________ 
• Example 3: time to do DMF snaps 
• Highly variable 
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DMF Reporting – diagnostic example 
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DMF Reporting – diagnostics 

• Example 3: time to do snaps 
• Fixed by new host, speeding up other processes, 

moving the target to new disc area 
(plus databases on better Fses) 

___________________________________________ 
• Example 4: jump in numbers of files in backup 
• Seen first in increase in inode count 
• Used WWW page of logs to find increased numbers of files 

transferred,  
– 40,000 new files every day over 10 days 

• Identified as coming from backup of user workstation  
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DMF Reporting – diagnostic example 
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DMF Reporting – diagnostics 

• Example 4: spike in numbers of files 
being backed-up 
• Solution: identified source: 
–  firefox cache on workstation 

• Fix is to use rsync --exclude to stop backing 
up firefox cache 
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DMF Reporting – Conclusion 
“First get your facts right 
 – then distort as you wish” – CSIRO colleague 

•  Important to collect data 

•  Important to monitor for: 
• Exceptions 
• Trends 
• Reporting to management 
• Capacity planning 
•  ‘Helping’ users 
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