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Trusted Edge

Enabling intelligent data analysis

and automated, policy-based
content migration from primary
storage to StorHouse

* What is Trusted Edge?

+ User-friendly intelligent content analysis
* Policy-based migration management tool
» Automatically managed, virtualised storage environment

- Automated backup, archive, disaster recovery, replication,
retention and HSM

* Intelligent storage virtualisation and data management
platform for relational and file-based
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TrustedEdge Toolbox

Analyse

Analyse:

+ Data analytics; organisations typically discover that more than 80+% of data has not
been accessed or changed in over a year.

Migrate:

* Flexible job scheduling options, import/export capabilities, and comprehensive reporting
and audit trail features.

Manage:

«  Customer applications include backup, archive, HSM , internal cloud, device migration,
disaster recovery, relational data archiving and digital preservation.
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The First Step

Analyse “A problem well

stated is half solved.”

Charles Kettering, Inventor
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Trusted Edge Analytics

Understanding What, Where and How?
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Trusted Edge Analytics

Understanding What, Where and How?

& Statistics Report
= Print and Export

= e

Chart:  Storage Utilization by File Size Range

[

Trusted Edge Statistics

Report: Storage Utilization by File Size Range

Job: Analyze ResData Server Storage
Run Date: 2/21/2012 10:53:11 AM
Source: C:\Users\mseamans\Documents
Total Files: 1681

Total Bytes: 13.57 GB
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 Utilization by:
— Creation Date

— Last Access
Date

— File Size
— File Type
— Number of Files
— More
* In-Place Analysis

 Understand Assets
and Use Patterns
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Powering Business Discussions
Value Realisation Modeler (VRM)

Input Questionnaire

Sources Of Defendable, Credible and Measurable ROl for Implementation of FileTek’s StorHouse [ ) Sto ra g e M i g rati O n

There are many sources of RO for the acquisition, installation, implementation and use of FileTek StorHouse that can be quantified. The following Input Questionnaire @ . . " .
provides the appropriate questions to calculate measurable ROl in the following areas: ( Act I V e A rC h I Ve ) S a VI n g S
1. Storage Migration (“Active Archive) Savings

2. “Active-Active”™ Data M ring Savings

3. Traditional Data Backup Replacement Savings

4 EnvironmentaliGreen (aciliy. Elecrical e Savings ° D at a M | rro rl n g (“ Actlve /

Input: Customer may modify default values, as required

Input: Customer must supply information ACt i Ve ” ) S aVi n g S

End-result values; protected cells

CORE ASSUMPTIONS
Tazes. Benstits et yates e Backu o) Replacement
‘What is the employee fringe benefits rate for employee benefits, taxes, etc. 42.0%
What is the yearly salary growth rate (4 increases per year)? 3.0% .
‘What are the hours paid per workday (no OT) 8 S av I n g S
‘What are the # of workdays per week (no OT) 5
‘What are the # of paid weeks per year 52 . g
‘Whatis the OT pay as a % of regular pay? 150% [ J E t I / F I ty
What is the pre-tax cost of capital discount rate? 10.0% n V I ro n m e n a a C I I
What is the post-tax cost of capital discount rate? 7.0% 111 [}] =
What is the corporate income tax rate? 40.0% ( G re e n ) S a VI n g S

Storage Migration (“Active Archive™) and Active-Active Data Mirroring
This section provides the necessary data to identify the immediate and projected savings from using StorHouse as an "Active Archive" and
replacing disk data mirroring for active-active storage.
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Powering Business Discussions
Value Realisation Modeler (VRM)

DETAILS OF ROI BENEFITS

Acquisition, Implementation, and On-Going Support Costs of FileTek Solution ) Sto rag e M Ig rat I O n

Purchase, Implementation, and On-Going Support Costs of FileTek Solution

D e v ves row (“Active Archive”) Savings
Targeted amount of primary data to be migrated to StorHouse (TBs) 100 45] 65 95] 308 o D a ta M | rro rl n g (“ AC t|Ve /

EzistinglInitia
Costs Year 1 Year 2 Year 3 Total

. 1] .
Purchase Costs for New Hardw are!Softw are for StorHouse Soluti ACt I Ve S aVI n S

Initial and anticipated add-on costs for new hardware $110,000 $0 $0 $0 $110,000

Initial and on-going annual maintenance for new hardware $0 $0 $0 $0 $0

Initial and on-going media costs for StorHouse solution $30,612 $13.776 $19.974 $28.963 393.32%

Initial and anticipated add-on costs for StorHouse software $65,000 $29,250 $42.413 $61,498 $198.161 * a C u p e p a Ce I I l e n
Initial and annual cumulative maintenance for StortHouse software 513 0001]! $5.850 $27.333 $39,632 $85,815

Training and consulting services for StorHouse solution $14.250 $0 $0 $0 $14.250 .

Total: $232.8821 $48.876 $89.719 $130,093 $501,551 S a V I n g S

Personnel Costs for Internal Implementation and On-Going Support of FileTek Solution ° E n Vi ro n m e n t a I / F a Ci I ity

Projected Implementation with FileTek StorHouse Solution:

termat Implementation Coste. Initial Costs Year1 Year 2 Year 3 Total (“ G re e n ” ) S avi n g S

System Administrator $4.885 A A NEA $4.885
System Architect $5.226 A A 5 $5.226
Systems Engineer $3.976 A A NiA $3.976
$0 A NIA L) $0
$0 A NIA 5 $0
Total: $14.086 NIA NIA A $14,086
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Powering Business Discussions
Value Realisation Modeler (VRM)

Financial Benefits

Total Savings Using FileTek StorHouse Solution (Incremental Cash Flow)

we w we W we | * Storage Migration

Benefits £ 1 1 ” 1

Storage Migration ["Active Archive") Savings $ - $ - $ - $ - $ - ( ACt I V e A rC h I Ve ) S a VI n g S
Active-Active Data Mirroring Savings 207,150 93,218 135,166 435,533

Traditional Data Backup Replacement Savings 157,877 124,956 143,796 426,623

EnvironmentaliGreen (F acility, Electrical, Ete.) Savings 1,146 1,711 347 3,203

==m e e me * Data Mirroring (“Active/
Project Costs t- L1 S .
) ) i 232,862 43,876 89,719 130,033 501,551 A
::;::z:t:ii:,:r:w:,:?g;ﬁ:v::p;:dc?:slces 14,086 42,757 44,040 45,361 146,244 C Ive ) aVIngS

246,943 91,633 133,759 175.454 647,795
« Backup Replacement

Net Incremental Cash Flow (Pre-taz) (246,343) 274,541 86,125 103,854 217,571 a C u e a Ce e n
Net (increaselldecrease in depreciation!amortization 36,866 66,350 135,906 239,742 .
Tax basis of disposedire-purposed capital assets (20,286) (20,286) av I n g S
MNetincreasel(decrease)in capex 205,612 (255.413) (151,048) (206,870) (407,713)
Netincreasel(decrease)in tarable income (41,336) 35,728 2,026 32,891 29,309 . e
Met increase)ldecrease inincome taxes 16,535 (14,231) 51 (13,156) (11,723) [ E ' I l t I/F I t
MNetincreasel(decrease)in netincome (24.802) 21,437 1.216 19,734 17.585 n V I ro n e n a a C I I
Net Incremental Cash Flow (Post-tas) $  (23041) $ 260243 ¢ 85315 ¢ 90638 $ 205848 (“ G r e e n ” ) S aV| n g S
Financial Analysis Results
et Value pre-ta, 3-year cumulative $217.571
Net Yalue post-tax, 3-year cumulative $205,848
ROI pre-tay, average annual n.2%
ROI pre-tay, 3-year cumulative 33.6%
ROI post-tax, average annual 10.6%
ROI post-tax, 3-year cumulative 31.8%4
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Powering Business Discussions
Value Realisation Modeler (VRM)

Cumulative Costs (pre-tax)

Cumulative Net Benefits (pre-tax)

$8,000,000 $6,000,000
$7,000,000 / $5,000,000
$6,000,000
$5,000,000 / $4,000,000
$4,000,000 / ——C $3,000,000
S
$3,000,000 / —&-St $2,000,000 -
$2,000,000
$1,000,000 é —a $1,000,000 -
$- ¥ T T 1 S A T T
Year0 Year1 Year2 Year3 Year1 Year2 Year3
3-Year Cost Comparison Cumulative Savings vs. Cumulative
$8,000,000 Project Costs(pre-tax)
$7,000,000 $8,000,000 - (Er"x’fa,"?::ﬁﬁ.
$6,000,000 $7,000,000 - m':;’
|| tion. ata
$5,000,000 $6,000,000 i_ piazeme
$5,000,000 |
$4,000,000 avines — ‘ — Active-Active Data
$3,000,000 $4,000,000 - Mirraring Saving;
$2,000,000 52000000 ¢ R
$1,000,000 - $1,000,000 - Saings
$- s b Prgject

Current Method

StorHouse

Year0 Yearl VYear2 Year3
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Storage Migration
(“Active Archive”) Savings

Data Mirroring (“Active/
Active”) Savings
Backup Replacement
Savings
Environmental/Facility
(“Green”) Savings
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Migration Orchestration

|\/||g rate Documented,

Automated and
Auditable Migration
Processes Drive
Ongoing Success

w




Migration Orchestration
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Data Analysis & Migration
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Migration Orchestration

¥1 Archive Job Editor

«»  Archive Job

Archive Job

Name:

Description:

Status:
Type:
Source:
Destination:

Options:

Create shortcuts:

Migrate Session Data

Migration unaccessed research data from primary system storage to
StorHouse.

*Data not accessed in 1 year is eligible for migration.

*Leave behind smart pointers to the relocated data.

*Migrate ALL security permissions withe files

* berform multi-mode hash verficiation of all transfers

|¥| Active

‘{% Migrate [
C:\Research |22

F:\StorHouse\Operations (asa)

|| Ignore sub-folders Hash Type: MDS5 and SHA1 [+
|| Reporting Only
[*| Copy Security Information

=2 As symbolic link [

Summary H Next > H Cancel

Migration by:
— Copy

— Migrate

— Synchronize

Inclusion and Exclusion
Management

Intelligent Linking

Hash Verification
Schedule Management
Job Orchestration Engine

Full Alerting and
Proactive Notification




Migration Orchestration

¥1 Archive Job Editor

«»  Archive Job

Migration by:
Archive Job - Copy

Name: Migrate Session Data - M Ig rate
D iption: Migrati d ch data fr i tem st t b H
Description : ::g;z oﬂr;:naccesse research data from primary system storage to _ Syn Ch ronize

*Data not accessed in 1 year is eligible for migration.
*Leave behind smart pointers to the relocated data.

*Migrate ALL security permissions withe files ° I n Cl u S i O n a n d EXCI U S i O n
Status: ¥/ Active

* Perform multi-mode hash verfication of all transfers
Management
[—————————————————————————————————

Type: G vigate ) * Intelligent Linking
%9 Copy
i sove s §  Hash Verification

Destination: I Migrate [nns

Source:

@ Synchronize (Source «— Destination)

;3' Synchronize (Source — Destination) paia L) ° S C h e d u | e M a n a g e m e nt
; Synchronize (Source ¢+ Destination)

B Verify Hashes « Job Orchestration Engine

g} Delete files and folders

reste shortats: |G 22 TRC IS - * Full Alerting and
Proactive Notification

Options:

Summary H Next > H Cancel




Migration Orchestration

¥1 Archive Job Editor

«»  Archive Job

Archive Job

Name:

Description:

Status:
Type:
Source:
Destination:

Options:

Create shortcuts:

Migrate Session Data

Migration unaccessed research data from primary system storage to
StorHouse.

*Data not accessed in 1 year is eligible for migration.

*Leave behind smart pointers to the relocated data.

*Migrate ALL security permissions withe files

* Perform multi-mode hash verfication of all transfers
¥ Active

‘{% Migrate [+
C:\Research

F:\StorHouse\Operations

|| Ignore sub-folders Hash Type: MDS and SHA1

|| Reporting Only

|%| Copy Security Information

=2 As symbolic link

None

&2 As symbolic link

% Asinternet shortcut URL

Migration by:
— Copy

— Migrate

— Synchronize

Inclusion and Exclusion
Management

Intelligent Linking

Hash Verification
Schedule Management
Job Orchestration Engine

Full Alerting and
Proactive Notification




Migration Orchestration

¥1 Archive Job Editor

IEI Archive Job

Include Filter Options

File || Folder | Date | Attributes
| Fie |
Date Created

None [ |
Date Modified

None [
Date Accessed

Relative date range e
[/ Older 365 |0 Day(s) ||

|| Younger

Summary H Next > H Cancel

Migration by:
— Copy

— Migrate

— Synchronize

Inclusion and Exclusion
Management

Intelligent Linking

Hash Verification
Schedule Management
Job Orchestration Engine

Full Alerting and
Proactive Notification




Multi-platform Execution Mgmt.

Several Layers of Throughput and Process Control

T 1 | [ o i i e e —]
¥ Job Definition Editor X ¥ Job Definition Editor X

« Job Definition

Job Definition
Mame: Please enter unique job name
Description: N
Status: |»| Active
Type: 5 Copy ™
Source: Please select source folder (e
Destination: Ple elect destination folder ([
Options
|| Ignore sub-folders || Reporting Only || Disable Logging
File Compare Method: Modified Date/Size (Quick) )
Copy Hash Type: MNone |

|+ Copy Security Information v Mamed Streams

Thread Count: 18

' Summary .| Mext = 'I Cancel

Z

[?] Job Definition

Linux Job Options

Source

Connection: (" ]

Path: 0 Please select source folder
Destination

Connection: 0

Path ©Fleass ination Folder
Options

|| Ignore sub-folders || Reporting Only

File Compare Method: Modified DatefSize {Quick)

Copy Hash Type: Mone

|| Copy Security Information Thread Count:

| Summary

Cancel

Windows/SMB

Linux/NFS




“Direct Connect” Linux Transfers

— Eliminates additional network hop

— Allows StorHouse or DMF/ISG to be “content vacuum” with
TE orchestrating the process

“ StorHouse or DMF/ISG
Server
NetApp- Direct data movement from
@LON® : source to StorHouse or DMF/ISG ¢
L e ol () |[3 g
Any Existing
Storage

TrustedEdge Py
Server (Job Execution) L&




Information Retrieval

Transparent Access for Users and Applications
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Information Management
Capabilities to Build Out Our SGI Stack

Manage




Information Management
Capabilities to Build Out Our SGI Stack

An infinitely scalable ForeverNAS™ that users access
as a standard Windows (CIFS 2.X) or NFS file share

| Standard User and Application Access as Network Attached Storage (NAS)

& StorHouse

ForeverNAS

Storage
Disk - Tape — Cloud — SSD — NBT i




Information Management
Capabilities to Build Out Our SGI Stack

An infinitely scalable ForeverNAS™ that users access
as a standard Windows (CIFS 2.X) or NFS file share

Users Have Continuous Access Administrators Can Monitor Over 100 Data Management
to Data and Tune Storage Policies Functions Are Provided
| Standard User and Application Access as Network Attached Storage (NAS) ‘
ForeverNAS
. Storage

Disk - Tape — Cloud — SSD — NBT i




Information Management
Capabilities to Build Out Our SGI Stack

| Application Information Access | | Direct User Information Access

ForeverNAS

* Policy Management * Global Name Space Mgmt. * Data Encryption

* Active Validation & Repair * System Health Monitor » Automated Backup/Archive

* CIFS Interface * Soft/Hard Deletes * Optimized Retrieval based on File

* NFS Interface * Automated Data Migration Size and Media

* FTP Interface * File Stubbing & Links * Audit Trail

* System Mirroring * Silent Corruption Detection * LTFS Support

* Media Migration Management * DR Management & Failover * Capacity Reporting

* File Version Management * MD5 Checksum * System Alerts

* Point-in-Time File Access * Collector Retention * Intelligent Buffering

* WORM Tape Support * Onsite/Offsite Data Mgmt. * Media Consolidation
Storage

Disk — Tape — Cloud — SSD — NBT J




FileTek

StorHouse Control Center (CCi)

Browser-based System Administration and Monitoring

[ Main | [New | [ Profiles | [ About CCi | [ Logout |
StorHouser
RFS Nodes
RFS Stop Start Edit Del MRFS/PIT Stop Start Setup Del MRFS/PIT Stop Start Setup Del
! RFS Node: argument ! Inactive PIT:  linxpc2 ! Inactive PIT:  linxpc1
Status: Not Connected Status: Running Status: Running
RFS Host arf RFS Host linxpc2.filetek... RFS Host linxpc1.filetek...
RFS Port: 1346 RFS Port: 1346 RFS Port: 1346
RFS Stop Start Edit Del RFS Stop Start Edit Del RFS Stop Start Edit Del
! RFS Node:  alpha3 t RFS Node: linxsth ! RFS Node:  punkwitch
Status: Running Status: Not Connected Status: Not Connected
RFS Host alpha3.filetek.c.. RFS Host linxsth.filetek... RFS Host Ikjlkj
RFS Port: 1346 RFS Port: 1346 RFS Port: 1346
RFS Stop Start Edit Del
§ restode:  bugwit
Status: Not Connected
RFS Host bugwit
RFS Port: 1346

Storage Machines

STH Stop Start Edit Del
; System Name: linxpcl
Status: Connected
STH Host: linxpc1.filetek...
STH/RM Ports: 1200/1990
STH/RM Ver:  5.6/3.4

STH

Stop Start Edit

! System Name: alpha

Status: Connected
STH Host: alpha3
STH/RM Ports: 1200/1990
STH/RM Ver:  5.6/3.4




StorHouse Control Center (CCi)

Browser-based System Administration and Monitoring

StorHouse/RFS ID: ALPHAS.FILETEK.COM
Sample Time: 2011-09-16 17:57:24 (2011-09-16 21:57:24 CNIT)
Total Uptime 39 days 2 hours 24 seconds
Interval Type: Current
Intarval Time: 57 minutes 33 seconds (3453 ceconds)
SM Limit Errors: 0
SM Available Errors: 0
SM Connections
Defined: 16000 MB  Defined: 099ME  Defined: 64
Used: omMs  Used: 999 ME  Usea: 0
Free 16000 MB  Free 0OMB  Free 64
Usad: 0% Free: 100% Jsed: 100% Free: D% Usad: 0% Free 100%
22 COLL1 Collection
Sample Period: 3482 seconds space Usage
Defined Space 16000 MB
Completed Searches: 0 Used Space 3102 MB
Files Loaded: 0 Free Spaca 12898 MB
Rezd from Local Collections: 0.000 MNB e e 2080t
Average Search Time 0000 seconds ODBC Connections
. Defined 12
Files Accessed: 0 Used 0
Directorles Found: 0 Free 1z
Total Data Collected: 0.000 NB et 0% E—
Files Collected: 0
) Total Collections 10
Average Collection Size 3102 NB Unwriten Collections 0
Average File Size o e ]
ynten: 100% I : 0%
Collection Rate: 0.000 MBiinterval “
Load Rale: 0.000 rowsisec Total Volume 3102 ME
unwnten Yolume 0MB
dneeloseries o e ——
Written: 100% Unwnitten: 0%




StorHouse Control Center (CCi)

Browser-based System Administration and Monitoring

Volume Set

Directory Location Media Volumes

Usage Graph

Free Space

(@B ALEX TST Primary | LOO | TFD 1 | 799,994,281 KB ok @ F @ 7RG
[@DEVBKUP Primary | LOO | TFD 1 | ] 799,994,281 KB 728,993331KB| @ T ® 7RO
[@WEWINGBU Backup | LOO | TFD 1 1 799,994,281 KB 798,414,036 K8 @ T ® BB OoQG
[@WEWINGT Primary | LOO | TFD 1 I \ 799,994,281 KB 798,364,930k8| @ . B Zldo®BoLd
(@ FLEXBKUP Backup | LOO | TFD L — 799,994,281 KB k@ ZHAES ZlheovBome
[®FLEXES30 Primary | LOO | TFD 1 | ] 799,994,277 KB 735949998 KB @ . B | Zldow®BoQie
[=®L00TFDO Primary | LOO | TFD 1 e——— 799,994,281 KB kB@EAED ZlowBome
[@6L00TFD1 Primary [ LOO | TFD 1 | 799,994,275 KB B@ZRAHES ZdowBomue
[@©L00TFD2 Primary [ LOO | TFD 1 | 799,994,281 KB ke @EHR® 7RO
[@®L00TFD3 Primary | L0O | TFD L — 799,994,281 KB ckB@EHRD ZlevBOoL
% MAGDISK Primary [ FOO | MIA 4 |EENNNS——— || 1.009,196,105KB 259196105 kB @ F D RS |79

(@ PLOCATE Primary | LOO | TFD 1 | 799,994,281 KB 0kB|@ & & B o@
[®RELO Primary | LOO | TFD 1 e——— 799,994,281 KB 0kB| @ & @ [ ZPUBBOQRE
[mRES Primary | LOO | TFD 4 |NE——— )| 3,199,977,119KB 582,687374KB| @ T B UGB OoQ6
(@ SYSTEM Primary | LOO | TFD 1 | 799,994,281 KB 80,082,085 KB| @ ¥ @ 73RO GB
[@ISTINPUT Primary | LOO | TFD 1 | 799,994,281 KB okB|@ F ® [ZdeBOoQG
@ WINDY1 Primary | LOO | TFD 0 1 0KB ke S S oo Q6
(@®_00 TFD Primary | LOO | TFD 0 \ 0KB k@RS ZhdoewBouo




Platform Technology Summary

* Linux-based (Red Hat and CentOS currently) platform that
can run on a single box OR which can be distributed across
numerous boxes for scalability and high-availability

- Connectivity to StorHouse using CIFS 2.X, NFS v3, FTP,
and Native API

« Support for RAID, SAN, NAS, JBOD, S3/REST, Object-
based Storage, LTO tape, Enterprise Tape, Numerous
Libraries

* Browser-based administration

* Advanced system monitoring, diagnostics, reporting and
notification for global support
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DMF + StorHouse Integration

DMF
Unified
StorHouse - DMF
StorHouse
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Unified Architecture

Trusted & Trusted &
Edge Edge

StorHouse
Value
Added

Enterprise

Capabilities

XFS/DMF (Tier 1 and Tier 2)

* Leverage high-performance

CXFS and DMF architecture
for tiered storage
management

Enable all StorHouse
enterprise functionality as
value-added services
Expand and accelerate cloud
connector architecture with
superset list of SH & DMF
adapters

Allow seamless migration for
users of both current
platforms




StorHouse/Trusted Edge - Statistics Report(Job: "Local Drive Scan" Run Date: 11/7/2013 10:21:04 AM)

| fi. statistics Report{Job: "Local Drive Scan” Run Date: 11/7/2013 10:21:04 AM) (€3] | g File List Report(Job: "Local Drive Scan” Run Date: 11/7/2013 10:21:04 AM) | (3 o)

g Print and Export Chart: Storage Utilization by Age v
Trusted Edge Statistics T |
Report: Storage Utilization by Age Run Date: 11/7/2013 10:21:04 AM Total Files: 2864 :
selection as

Source: C:\Users\mseamans\Desktop Total Bytes: 21.07 GB
with current

product

storage dynamics

lotal Bytes (M5)

Ss00

00

bars to navigate info.
_a—

=5 years

<400

zZ00

1-2 years

3-6 months 6-12 months
Period

0-1 month 1-3 months

\

Name File Size Date Modified

% | B §7iC:\Users\mseamans \Desktop
XC Bronco Round-Up Pics 2013
Big Data Analytics 2013

AN

m FileTek Flash L
™ Fairbanks SNW
N H-< FileTek_Flash

 June 20 Navigation control to go back
o “up” a directory from current
m iPhone Pics (Sept .

location

--& “ February 2013




TE — Possible Future Options*®

-User/group space usage Enterprise view servers

reporting -Post report analysis capability
-Execute Linux command/script . e
from alerts -Job Queuing Prioritization

-Cascading Jobs -Job Run Progress Updates

“MetaData Capture -Universal exclusions

-Metdata Management -Migrate between different object

| stores
-NetApp Cluster fPolicy Stubs _Export Stat report results
-Drag and drop between job _;,44te Job Activity report

editor windows

_Drag and drop between -Recycle bin for excluded jobs

* Plan of intent,
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