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•  DMF for Lustre Summary Overview 
•  Data Flow and Architecture 
•  Status and Best Practices 
•  RobinHood Status and Roadmap 
•  DMF Policy Engine Roadmap 
•  Discussion 

Agenda 
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•  HSM support included as a feature 
of Lustre since Lustre 2.5 

•  Three basic components to a 
Lustre* file: 

•  inode (metadata – permissions, times) 
•  xattr (extended attributes – striping 

layout (lov)  ) 
•  Data blocks (data) 

•  Lustre*  DMF HSM archives the data 
blocks and the xattr information 

•  Inodes are asynronosuly updated in 
Robinhood Policy Agent 
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•  A file stub and the xattr information stays in 
place on Lustre* 

•  inode stays on primary storage (about 2K in size) 
•  Typically this is called a stub 
•  After a period of time, the data blocks on primary storage 

are released 

•  Files can be “restored” when needed (automatic) 
•  Lustre* has a fixed stub size ( inode size ~2K) 
•  The Robninhood Policy Agent keeps a copy of 

the Inode 
•  Asynchronous updated  
•  Adds data protection and a recovery mechanism for 

Lustre  
•  RobinHood is included as part of Intel EE for Lustre and 

supported as part of EE for Lustre support agreements 
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Lustre* HSM | Communication & Data Flow	
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Parallel Data Mover Option
•  Data migration from multiple 

parallel servers
•  Scales I/O performance
•  Add Additional data movers 

as required
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Status and Best Practices 
•  Several clients sites 

in production 
•  RobinHood policy 

engine has required 
focus & attention 

•  SGI Best Practice 
Guide available 
–  Install, tuning, RH file 

recovery commands 
and process 
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•  SGI Storage Solutions team performing 
extended validation and best practice 
development now 

•  Updated guidelines for RH server 
configuration (and updated RH software) 
made available in Q4 2015 
– Focus on RH server memory and storage I/O 

performance 
– Current comfort zone is for file systems up to the 

‘hundreds of millions’ of files object count 
– Updated SGI Best Practice Guide coming 

(contact SGI if planning a deployment) 

Status and Best Practices 
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•  Many updates to RobinHood and Lustre 
HSM code over the last year 

•  RobinHood v3.0 Alpha released in 
December 2015 
– Currently in test 
– Most/all performance related features have 

been back-ported to RobinHood 2.5.5 
•  Database and scalability items planned for 

3.X release 

RobinHood Status & Roadmap 
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RobinHood Best Practices 
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•  Lustre HSM integration 
will continue to leverage 
RobinHood in the near 
term 

•  An upcoming release of 
DMF (details in DMF 
Roadmap session) will 
incorporate native 
capabilities for log 
processing, HSM and 
file system recovery 
tools 

DMF for Lustre Evolution 
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•  Available today as part of DMF 6 
•  Will be reintroduced in v7.X 
•  DMFv7 will process Change Log directly 

– No requirement for RobinHood 
•  SGI will implement Change Log and HSM 

coordinator API as a standard 
– Also apply it to CXFS / XFS integration 
– Roadmap session will also discuss thoughts 

around GPFS 

DMF for Lustre Integration 
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•  Work with SGI for any planned DMF for 
Lustre deployments 

•  Solution has gone through significant 
testing and tempering 

•  Near term documentation and RobinHood 
updates coming 

•  Longer term SGI native policy engine 
support will drive scalability and tighter 
integration 

Summary 
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