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SGIl JBFS: High-Performance & Cost

Optimized for SGI DMF

JBFS is an acronym for JBOD File System

SGI JBFS provides mounting services and
serial access to disk media independent
from Linux disk mounts and file systems

Leverages the significant data management

software |IP that came with SGI’s acquisition
of COPAN

SGI JBFS enables rich capabilities for power
management and focuses on management
of tiered versus primary data

Ability to deliver data access and I/O
performance significantly beyond
alternatives
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SGI JBFS

* Any Number of
LUNSs or Devices

* Full Power Control
e Recoverability

* High-Performance
* Flexible to Many
Media Types




DMF Cold Storage

90-Bay 12Gb/sec JBOD

Delivered fully populated with
matching firmware drives (6TB or
8TB)

940TB or 720TB capacity

Individual drive power control

Integrated with SGI DMF and SGI
JBFS

Delivers ‘cost correct’ archive
storage with very low operating
costs

Planned release as a service
addition to ISSP 3.5 in March-
April 2016 timeframe
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SGI'IS496) Data Sheet

SGl InfiniteStorage o rpotme
1S496J Cold StOrage JBOD in 4U Enclosurs

Daisy-chain Expaneion &
Multi-Zons Support

Robust High-Density Cold Storage & Fully Integrated &
Archival Solution

Certified with SGI DMF

A Scalable Solution for Cold Storage Product Highlights
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The resuk & a cold storage eolution that enablas extremely low smav _

storaga ooet per gigebyte of data under menagement - and kower  ® Camirees, hot sweppable hard drive installation enhancss
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Based onindustry standsrd SAS 3.0 technology, the IS408Uis * Deiverad fuly-populsted with certified 3.5" SATA drivee -
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large capecity JBOD-based storage. implementation
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DMF Cold Storage Features

 Hardware specs:
— 4U 90 3.5" bay dual controller JBOD
— SAS drive technology
— 12 Gb dual path SAS interconnect
— Up to 20 GB/s possible bandwidth
« Reliability, Accessibility, Serviceability
— 90 hot-swap HDDs & tool-less drive trays
— 4 hot-swap power supplies
— 5 hot-swap fan trays
— 2 hot-swap expander modules

— Remote reboot, central management and firmware
upgrade

— Hardware monitoring over IPMI
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90-Drive ZeroWatt™ JBOD




Swappable Expander Modules

Hot
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Tool-less Drive Tray Design
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Slide Rails with Cable
Management Arm
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JBFS Features

« JBFS is implemented in OpenVault

« Can use any block device as a “virtual
tape drive”

* A collection of block devices become a
“virtual tape library”

* A block device can hold multiple “virtual
tape cartridges’

« A JBFS library can have as many virtual
drives as there are virtual cartridges
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DMF Cold Storage Features

 The SGI product leveraging JBFS technology
A combined hardware and software solution

* One JBFS “library” per JBODs connected to
the same set of DMF servers or PDMOs

* One JBFS “cartridge” per drive
Individual drive power management
Active/Active HA
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DMF Cold Storage Configurations

Basic DMF

— 3

|
DMF Server

Cold Storage

Basic DMF HA

>

DMF Server (Active)

DMF Server (Passive)

e

Cold Storage
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Parallel DMF
Unit 1
S
Mover A Cold Storage A
Cache Active for A
Passive for B L
DMF Server (Active) Mﬁ:ﬁ:f Cold Storage B
Passive for A
DMF Server (Passive)

Unit 2

Mover A Cold Storage A

Active for A
Passive for B

Mover B
Active for B
Passive for A

Cold Storage B




DMF Cold Storage Cabling

DMF Cold Storage JBOD

PR =/

DMF Server A/ PDMO A
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DMF Cold Storage Cabling
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DMF Cold Storage HA Cabling

DMF Cold Storage JBOD

A B C D A B C D
A 0N =/ e
A B A B
DMF Server A/ PDMO A DMF Server B/ PDMO B
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DMF Cold Storage HA Cabling
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DMF Dual JBOD HA Cabling

DMF Cold Storage JBOD 2
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DMF Cold/Storage JBOD\1

_d _
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DMF Quad JBOD HA Cabling

DMF Cold Storage JBOD 3 DMF Cold Storage JBOD 4
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DMF Server A/ PDMO A DMF Server B/ PDMO B
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Data Management Ecosystem

Tier Zero
Burst Buffer

— POSIX

Scalable
Metadata
Repository

Low cost
Storage sequential
Backends

storage
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Data Management for HPC with DMF 7: Vision
PBS Professional’ gjci HPC and HPDA Compute Nodes
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