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National Petascale Facility

The National Supercomputing Centre Singapore 

is a national petascale facility 

established to support high performance science and 

engineering computing needs 

for academic, research and industry communities in Singapore.



Introduction:  Vision & Objectives
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Vision of NSCC 

Support 

Singapore’s 

R&D 

Initiatives

1
Attract 

Industrial 

Research 

Collaborations

2

Objectives of NSCC

Enhance 

Singapore’s 

Research 

Capabilities
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Democratising Access to Supercomputing



Historical Trajectory
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2015 | National Supercomputing Centre (NSCC)

2013 | 100TFLOPS Supercomputer at A*CRC

2000s | TFLOPS Supercomputer at IHPC and NTU

1995   | CRAY Vector Supercomputers at NSRC/NUS 

1988 | NEC SX1 at NCB’s Advanced Computation Centre  

Petascale

Terascale

Megascale

Gigascale



Milestones / Tender Process
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Tender awarded to Fujitsu Asia Pte Ltd in June 2015 for: 
• PetaScale Supercomputer;
• Data Centre retrofitting; and 
• Managed Services (3 years)

Nov 14 Jan-Jun
15

Q3 16

Govt Funding & 

Co-funding 

(A*STAR, NUS, 

NTU & SUTD)

Tender Opened, 

Closed & Awarded

Unveiling of 

Supercomputer
αβ testing

Q4 16



High Bandwidth 

Multi-Gigabit 

Network 

Our facility is linked by high 

bandwidth multi-gigabit 

networks (STAR-N) to provide 

high speed access to users 

everywhere locally & globally.
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HPC Hardware
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EDR Interconnect

• EDR (100Gbps) Fat 

Tree within cluster

• InfiniBand connection 

to remote login nodes 

at stakeholder campuses

13PB Storage

• HSM Tiered, 2 Tiers

• I/O bandwidth up to 

500GB/s

1 PFLOP System

• 1,288 nodes (dual socket, 

12 cores/CPU E5-2690v3)

• 128 GB DDR4 RAM/node 

• 10 Large memory 

nodes (1x6TB, 4x2TB, 

6x1TB)

Accelerator nodes

• 128 nodes with GPUs

• 1 x Tesla K40 per node

Visualization nodes

• 2 nodes R940 graphic workstations 

• Each with 2 x NVIDIA Quadro K4200

•NVIDIA Quadro Sync support



List of installed software… and growing
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For the complete NSCC Software list, please visit: 
https://help.nscc.sg/software-list/

Application 
Software



NSCC Utilization Statistics
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CPU Utilisation (By organisation)

Number of users

> 1400
(as of 2 Feb 2017)

Average % CPU utilization

~ 90%
(as of 2 Feb 2017)

CPU Hours consumed

> 121 M
(since commissioning in May 2016)



Where Are We?
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NSCC Data Centre @ Fusionopolis
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Level 17



NSCC Data Centre
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HPC Racks

Storage Racks



HPC Hardware
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EDR Interconnect

• EDR (100Gbps) Fat 

Tree within cluster

• InfiniBand connection 

to remote login nodes 

at stakeholder campuses

13PB Storage

• HSM Tiered, 2 Tiers

• I/O bandwidth up to 

500GB/s

1 PFLOP System

• 1,288 nodes (dual socket, 

12 cores/CPU E5-2690v3)

• 128 GB DDR4 RAM/node 

• 10 Large memory 

nodes (1x6TB, 4x2TB, 

6x1TB)

Accelerator nodes

• 128 nodes with GPUs

• 1 x Tesla K40 per node

Visualization nodes

• 2 nodes R940 graphic workstations 

• Each with 2 x NVIDIA Quadro K4200

•NVIDIA Quadro Sync support



• NSCC leverages on long-haul 
InfiniBand switches which 
deliver high-bandwidth and 
low-latency between different 
geographic locations.
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High-speed InfiniBand for Data Transfers 

A*STARNSCC

NUS

NTU

GIS

InfiniBand 20km

InfiniBand 2km

InfiniBand 40lkm

• Particularly between 
stakeholder remote login 
nodes/fat nodes and NSCC HPC 
centre.

• Also for Data Transfer Nodes 
overseas



NSCC Co-Funded International Links
for Inter-Connecting Supercomputers

London, UK; Europe

Singapore

Los Angeles, USA

100Gbps
co-funded with
Internet 210Gbps

co-funded 
with

Japan
NICT/NII



Federated Identity Management (FIM)
for Stakeholders 

• Leveraging on SingAREN’s Singapore Access Federation (SGAF) 
service, NSCC enables seamless access to its resources for our 
stakeholders.
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https://user.nscc.sg

• SGAF uses Shibboleth-based
authentication and authorisation
systems to enable scalable, 
trusted collaborations among 
Singapore's R&E community.

• The authentication is performed 
by the user's home institution 
(maintains control of its users' 
information). NSCC grants 
authorised service access based 
on specific user attributes.



Federated Identity Management (FIM)
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1



Outreach
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Conduct 

Regular Training 

Workshops

Workshops

• Introductory

• Optimisation Techniques

• Parallel Profiling & 

Debugging

• Advanced Job Mgmt.

Local & Overseas 

Conference 

Participation

Roadshows / 

Collaborations / 

DC Visits

NTU 

NUS 

A*STAR 

20 – 22 Jun 2016
Frankfurt, Germany

13 – 18 Nov 2016
Salt Lake City, Utah, USA 

1 – 5 Aug 2016
Hong Kong

21–23 Sep 2016

Singapore

18 May 2016
Singapore

MOU with Industry (Mar 2016)  

Visit by MP Japan Mr. Kawai (Aug 2016) 

4 – 5 Oct 2016
Melbourne, Australia

NSE Big Data Challenge Workshop (Oct 2016) 

http://www.google.com.sg/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwiBvZvW1_vMAhULQY8KHV-wCL8QjRwIBw&url=http://www.upsingapore.com/partner/innovfest-unbound/&psig=AFQjCNH9csmE-0FGGZQ5592p-jsSipEyGQ&ust=1464487615526434
http://www.google.com.sg/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwiBvZvW1_vMAhULQY8KHV-wCL8QjRwIBw&url=http://www.upsingapore.com/partner/innovfest-unbound/&psig=AFQjCNH9csmE-0FGGZQ5592p-jsSipEyGQ&ust=1464487615526434


Collaborative Project 
(NTU-NSCC-GenomeAsia 100K consortium)
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• Aim: To sequence 100,000 genomes from various South, North & East Asia populations
• Goal: To accelerate precision medicine and clinical applications for Asian patients
• NTU acts as the host and NSCC provides the HPC resources
• 68TB of genome data from USA and Korea aggregated and hosted on NSCC platform

• Using NSCC HPC resources, total compute time to process genome data for 100,000 
genomes will only take up 1.1% of the 4-year project, thus providing more time for 
novel downstream analysis and experiments



OUTPUT

SIMULATION (NSCC)

Collaborative Project 
Technology Centre for Offshore and Marine Singapore (TCOMS)
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COUPLED EXPERIMENTAL - NUMERICAL WAVE FLUME TEST

EXPERIMENT (TCOMS)
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13-17 March 2017

Singapore

Matrix Building @ One-North

http://www.supercomputingfrontiers.com


