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National Petascale Facility

The National Supercomputing Centre Singapore

IS a national petascale facility
established to support high performance science and
engineering computing needs

for academic, research and industry communities in Singapore.




Introduction: Vision & Objectives

Vision of NSCC

Democratising Access to Supercomputing

Objectives of NSCC
\) Support uAttract u Enhance

Singapore’s Industrial Singapore’s
R&D Research Research
Initiatives Collaborations Capabilities

Supercomputing



Historical Trajectory

2015 | National Supercomputing Centre (NSCC) Ppetascale

2013
2000s

100TFLOPS Supercomputer at A*CRC

TFLOPS Supercomputer at IHPC and NTU - Terascale

1995 | CRAY Vector Supercomputers at NSRC/NUS

1988 | NEC SX1 at NCB's Advanced Computation Centre

Gigascale

Megascale




Milestones / Tender Process

Nov14 | —) @ ) @ ) Q4 16

Govt Funding & Tender Opened, OC,B testing Unveiling of
Co-funding Closed & Awarded Supercomputer

(A*STAR, NUS,

NTU & SUTD)

Tender awarded to Fujitsu Asia Pte Ltd in June 2015 for:
PetaScale Supercomputer;
 Data Centre retrofitting; and

'e®,
*  Managed Services (3 years) FU]]TSU
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High Bandwidth
Multi-Gigabit
Network

Our facllity is linked by high
bandwidth multi-gigabit
networks (STAR-N) to provide
high speed access to users
everywhere locally & globally.
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Topd300 List - June 2016

Rmax and Rpeak values are in TFlops. For more details about other fields, check the TOP500 description.

Rpeak values are calculated using the advertised clock rate of the CPU. For the efficiency of the systems

you should take into account the Turbo CPU clock rate where it applies.

RMAX RPEAK POWER

RANK SITE SYSTEM CORES (TFLOP/S) [TFLOP/S) (KW)
93 National Supercomputing Centre NSCC - PRIMERGY 30,912 1,010.0 1,285.9
Singapore CX2550 M1 LC & CX2370
Singapore M1 LC, Xeon E5-2690v3
12C 2.6GHz, Infiniband
EDR
Fujitsu
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NSCC nggrgompu ing November 03, 2016




HPC Hardware

| PFLOP System

* 1,288 nodes (dual socket,
|2 cores/CPU E5-2690v3)

* 128 GB DDR4 RAM/node

* 10 Large memory
nodes (Ix6TB, 4x2TB,
6x1TB)

\. ?f

I13PB Storage

* HSM Tiered, 2 Tiers
* 1/0 bandwidth up to
500GB/s

Accelerator nodes

* 128 nodes with GPUs
* | xTesla K40 per node

~

o2

) EDR Interconnect

* EDR (100Gbps) Fat
Tree within cluster

* InfiniBand connection
to remote login nodes
at stakeholder campuses

4
LI

-

isualization nodes

* 2 nodes R940 graphic workstations
* Each with 2 x NVIDIA Quadro K4200
* NVIDIA Quadro Sync support




List of installed software... and growing

pakliviis
Modules

( Scheduler )\
, 4

" 2 N
Altair PBS Works Operating System
CentOS 6

@A NVIDIA.

CUDA

2 NWCHEM ,
{ Qs

sacme  https://help.nscc.sg/software-list/

&-4d Centre

E For the complete NSCC Software list, please visit:




NSCC Utilization Statistics

CPU Utilisation (By organisation)

Number of users

> 1400

(as of 2 Feb 2017)

Average % CPU utilization

~ 90%

(as of 2 Feb 2017)

CPU Hours consumed

> 121 M

(since commissioning in May 2016)
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6,995 km

Distance from Singapore to Hobart




NSCC Data Centre @ Fusionopolis
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NSCC Data Centre

_ HPC Racks
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HPC Hardware

| PFLOP System

* 1,288 nodes (dual socket,
|2 cores/CPU E5-2690v3)

* 128 GB DDR4 RAM/node

* 10 Large memory
nodes (Ix6TB, 4x2TB,
6x1TB)

\. ?f

I13PB Storage

* HSM Tiered, 2 Tiers
* 1/0 bandwidth up to
500GB/s

Accelerator nodes

* 128 nodes with GPUs
* | xTesla K40 per node

~

o2

) EDR Interconnect

* EDR (100Gbps) Fat
Tree within cluster

* InfiniBand connection
to remote login nodes
at stakeholder campuses

4
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isualization nodes

* 2 nodes R940 graphic workstations
* Each with 2 x NVIDIA Quadro K4200
* NVIDIA Quadro Sync support




High-speed InfiniBand for Data Transfers

* NSCC leverages on long-haul
InfiniBand switches which
deliver high-bandwidth and
low-latency between different
geographic locations.

@ * Particularly between

InfiniBand 2km stakeholder remote login

InfiniBand 20km nodes/fat nodes and NSCC HPC
@ ‘ centre.

e Also for Data Transfer Nodes

InfiniBand 40/km
@ overseas




NSCC Co-Funded International Links
for Inter-Connecting Supercomputers

¢

geles, USA

+Japan
NICT/NII
100Gbps

co-funded with
Internet 2

>
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Federated Identity Management (FIM)
for Stakeholders

* Leveraging on SingAREN’s Singapore Access Federation (SGAF)
service, NSCC enables seamless access to its resources for our

stakeholders.

* SGAF uses Shibboleth-based
authentication and authorisation
systems to enable scalable,
trusted collaborations among
Singapore's R&E community.

* The authentication is performed
by the user’'s home institution
(maintains control of its users'
information). NSCC grants
authorised service access based
on specific user attributes.

—

Welcome to NSCC!

1. The Login here is for NUS, NTU and A*STAR only

2. You will select your organisation and be directed to your organisation
site to sign in with your own user ID and password.

3. First time login will enrol you to NSCC system, and an NSCC account
will be created for you automatically.

4. You may login subsequently to reset your NSCC account password or
SSH Key.

5. By clicking Login here, you agree to abide by NSCC Acceptable Use
Policy (AUP).

6. If you are not from the organisations as mentioned above, please
contact us to register your interest to use NSCC systems.

]

LOS
Note:
* Please enable cookies in your browser for the login to work

LSRN

Copyright © 2016 NSCC

https://user.nscc.sg

—
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Federated Identity Management (FIM)
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NSCC Supercomputing

National

Centre

SINGAPORE

N

ooa. s Sngml 43 aumw n

& sgatsingaren.net sg <

Please select the identity prc
you want to authenticate:

(wstar ) Cseect)
_Remember my choice

NUS

waa. Sognl W0 w20 A "
& 1 gt oy

0 Remamber

Information that will be sent to
https:lusernsce.sg'samiimodule. phpi

Affiliation at home organizat
SCEI

Person's principal name att
sheny@scei.a-star.edu.sg

Display name
Shen Yuguo

Mail
sheny@sceil.a-star.edu.sg
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p
Conduct

Regular Training
Workshops

A8

Workshops

* Introductory

*  Optimisation Techniques

* Parallel Profiling &
Debugging

* Advanced Job Mgmt.

A*STAR

National
Supercomputing
Centre

Outreach

e N\
Local & Overseas Roadshows /
Conference Collaborations /
Participation DC Visits
. /

MOU with Industry (Mar 2016)

= INCOB EOI&‘

1-5Aug 2016 21-23 Sep 2016 J |1
Hong Kong Singapore #... HeliiSey 488 CloudSeq [ETToata Centres
Visit by MP Japan Mr. Kawai (Aug 2016)
INNOVFEST e =
UNBOUND P
18 May 2016 13-18 Nov 2016
Singapore Salt Lake City, Utah, USA
I§Eptllgh Performance v
20-22 Jun 2016 4 -5 0ct 2016

Frankfurt, Germany  Melbourne, Australia
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Collaborative Project
(NTU-NSCC-GenomeAsia 100K consortium)

 Aim: To sequence 100,000 genomes from various South, North & East Asia populations
* Goal: To accelerate precision medicine and clinical applications for Asian patients

* NTU acts as the host and NSCC provides the HPC resources

 68TB of genome data from USA and Korea aggregated and hosted on NSCC platform

ES= 8 I H T o |
i IMACROJGEN 1 . . . .
' %j Ji- YT Pilot Benchmark/ Projections:
1 yadl 00GbpS ; ﬂ i ‘ Processing benchmark with pilot data of 264 genomes
L Gengntech] | 180000 :

] sl = Raws Gensme '\faliant L
Sequences Mapping Call ez
Sy o . 14,000,000
‘J } = J 7 B m
S —— ) ) i"};: * Genome Asia 100K’s genome datasets from various Asian g 10,000,000
f 7 B Ty - =
—— o ethmcm?s are bemg.generated from three genome S oo
sequencing companies &
“2 Singapore B HENER
S o O . ¢ The genomic data will be pulled into NSCC Singapore for 4,000,000
BRE NANYANG g ge and computational analysis, | ging its petascale SRS .
= rcHNoloGical [ - : 5 — ;
9:; UNIVERSITY supercomputing capacity a s : | .
o The resulting analysis would then be hosted and further 1 Genome 264 Genomes (Pilot) wo(lollr(g‘c;‘z:izmes
analyzed by NTU and GenomeAsia100K c b !
internationally

*In development

* Using NSCC HPC resources, total compute time to process genome data for 100,000
genomes will only take up 1.1% of the 4-year project, thus providing more time for
novel downstream analysis and experiments

gational
upercomputing
NS » Centre




Collaborative Project
Technology Centre for Offshore and Marine Singapore (TCOMS)

COUPLED EXPERIMENTAL - NUMERICAL WAVE FLUME TEST

SIMULATION (NSCC) EXPERIMENT (TCOMS)
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UPERCOMPUTING FRONTIERS

= B INGAPORE 2017 ———
TR

Matrix Building @ One-North
hitp://www.supercomputingfrontiers.com

GORDON BELL ALESSANDRO THOM H. DUNNING, HAOHUAN FU
Microsoft Research, CURIONI IR. NSCC Wuxi (#1
USA IBM Research Northwest Institute TOP500 since June
Laboratory, for Advanced 2016), China

Switzerland Computing, USA
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